WORKING PAPER SERIES
ISSN 1973-0381

Bocceconi

THE IMPACT OF

WORKING PAPER ECONOMIC GROWTH

ON CO2 EMISSIONS IN
AZERBAIJAN

This paper can be

downloaded at Jeyhun I. Mikayilov, Marzio Galeotti
www.iefe.unibocconi.it .
The opinions expressed and Fakhri J. Hasanov

herein do not necessarily
reflect the position of IEFE-
Bocconi.

Universita
Bocconi

IEFE

Centre for Research

on Energy and Environmental
Economics and Policy

B



http://www.iefe.unibocconi.it/

The Impact of Economic Growth on CO2 Emissionsin Azerbaijan

Jeyhun I. Mikayilov** * 3 Marzio Galeottf" ** >and Fakhri J. Hasandv® "

1 King Abdullah Petroleum Studies and Research CeR@Box 88550, Riyadh 11672, Saudi Arabia
Department of Statistics, Azerbaijan State Univgrsf Economics (UNEC), Istiglaliyyat Str., 6, Bakdgzerbaijan

3 Institute for Scientific Research on Economic Refqré8a, Hasan Bey Zardabi Avenue, Baku, AZ1011, Aigba
University of Milan, via Festa del Perdono, 7, 2BMilano M, Italy

® |EFE-Bocconi, via Guglielmo Roentgen, 1, 20136 KdaMl, Italy

Research Program on Forecasting, Economics Depdistiiea George Washington University, 2115 G Stris#gt,
Washington, DC 20052, USA

Institute of Control Systems, Azerbaijan Nationab8emy of Sciences, B.Vahabzade Street 9, Baku, AZ1141

Azerbaijan.

Abstract

This paper examines the relationship between tbeamic growth and CO2 emissions in Azerbaijan.
A cointegration analysis is conducted over thequk1992-2013. For getting more robust results,
Johansen, ARDLBT, DOLS, FMOLS and CCR methods fa® cointegration and estimate long-
run coefficients are employed. We use cubic, quadaad linear specifications and conclude that the
last one is an adequate representation for thedmgfathe economic growth on CO2 emissions in
Azerbaijan. The results from the different cointdggm methods are consistent with each other and
show that the economic growth has positive andifségnt impact on the emissions in the long-run
implying that the EKC hypothesis does not holdAaerbaijan. Moreover, we find that any short-run
disequilibrium can be corrected towards the long-eguilibrium path within less than one year. The
paper concludes that increasing the energy effigi@an be considered as a relevant environmental
policy in order to reduce the carbon emissions.
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I ntroduction

It is well known that greenhouse gases (GHGs) egeired to keep the Earth’s temperature at levels
so as to sustain life. However, increasing amooht&HG emissions due to man-made activities,
such as burning fossil fuels, absorb heat and cgled®mal warming, giving rise to changes in the
climate system. Arguably, this is one of the grslaf@oblems humanity is facing today. Global
climate change is therefore one of the main pdalimycerns of the century for all governments sibce i
threatens societies’ well-being, challenges thegss of economic development and alters the natural
environment. As it was noted in the “Transformingr avorld: the 2030 Agenda for Sustainable
Development”, according to the i Bustainable Development Goal, countries shoulke“targent
action to combat climate change and its impactgngthen resilience and adaptive capacity to
climate-related hazards and natural disastersliooaintries and integrate climate change measures

into national policies, strategies and plannihg”.

According to the World Bank (2007), CO2 emissiotegraning from the burning of fossil fuels and
the manufacture of cement are responsible for @l®0% of GHGS. Moreover, according to the
Intergovernmental Panel on Climate Change (IPC@142 CO2 emissions from fossil fuel
combustion and industrial processes contributeditad8% of the increase in total GHG emission
from 1970 to 2010, with a similar percentage ctwtion for the period 2000-2010. In order to attain
environmental sustainability around the world imte of GHGs, in 1997 the Kyoto protocol was
signed by many governments of developed countrgesvell as developing and least developed
countries. According to the IPCC (2007), these toes accounted for about 76.7% of total
anthropogenic GHG emissions in 2004. The Protaududed mandatory emission reduction targets

for developed countries.

Although the reduction commitments of CO2 emissiaisrred to developed countries, based on the

fact that they are the largest contributors to gloBO2 emissions, there have been calls on

! Transforming our world: the 2030 Agenda for Susthie Development, page 23.

2 hiip://data.worldbank.org/indicator/EN.ATM.CO2E. Kébiuntries/AZ 2display=graplaccessed on 10.10.2015.
The World Bank defines carbon dioxide emission%aas those stemming from the burning of fossil fuahd
the manufacture of cement. They include carbonideproduced during consumption of solid, liquiddayas
fuels and gas flaring”.




developing countries to play an active role in globmissions reduction (Winkler et al., 2002). The
level of CO2 emissions from developing countries baen rapidly exceeding that of developed
countries, which accounted for almost 50% of theldi® CO2 emissions in 2003 (Martinez-Zarzoso
and Maruotti, 2011). If the current level of energgnsumption continues, today’'s CO2 trend is
expected to grow. It is thus a common interestafbpolicymakers of any level to adopt those policy
measures that will be most effective in mitigati@P2 emissions. However, because of the
differences between developed and developing cesnand even dissimilarities between different
countries within the same group, those policy messwill generally not be identical and should be
investigated for individual countries (Stern et, @996; de Bruyn et al., 1998; Dijkgraaf and

Vollebergh, 1998; Stern and Common, 2001; Dind@42ter alia).

Many number of studies have been conducted onellatianship between CO2 emissions and their
main drivers for different individual countries.siuo mention a few, these include Cangédamit-
Haggar, 2012), China (Du et al., 2012), France fdwet al., 2010), India (Tiwari et al., 2013),
Malaysia (Shahbaz et al., 2013), Russia (Pao ,€2@l1), Spain (Esteve and Tamarit, 2012), Turkey
(Yavuz, 2014), and for Brazil, China, Egypt, Japslexico, Nigeria, South Korea, and South Africa
(Onafowora and Owoye, 2014). To the best of ourwkedge, no time series study has been
conducted in the case of Azerbaifam this paper, we investigate the relationshipmeein CO2
emissions and economic growth for Azerbaijan. Foam reasons led us to select this country. First,
as a resource-rich (mainly with oil and gas) coynthzerbaijan has been characterized by a
considerable achievement in economic growth ah@stbeen passed through different development
stages (Hasanov and Hasanli, 2011, Hasanov €1(dlg). As pointed out by Winkler et al. (2002)
among others, it is important to investigate théeaf of economic growth on environmental
degradation if a developing country experiencesiggant economic growth. The Azerbaijani
economy has shown considerable economic growthe £2006. This new trend can be explained by
the coming into force of oil contracts signed sitise middle of 1990sAfter the “Contract of the

Century”, which was signed in 1994 with 13 recogdizvorld oil companies, 41 oil companies from

% Mikayilov et al. (2017) studied the impact of eoaric growth on CO2 emissions from transport sediat,
they did not deal with the impact on total emission



19 countries have signed 27 additional contractereldver, the Baku-Thilisi-Ceyhan oil export
pipeline construction process was completed in 2808 Azerbaijani oil began to be exported

through this pipeline to reach the world oil masket

Second, energy consumption and economic growthehery can determine negative impacts on
environment by increasing CO2 emissions. In turndamaged environment and environmental
resources have negative impacts on people, saetyature. In order to keep the balance among the
elements of development, that is, to achieve aamadtle development, resources have to be used
environmentally friendly. To reach this goal, sooansiderable activities, measures and programs
have been implemented by the Azerbaijani governragahcies since the second half of the 1990s.
The country signed the Kyoto Protocol in 2000. Depment concept called “Azerbaijan — 2020:
Look into the Future” has released on Decembel@®2. In this concept, one of the main directions
is to provide appropriate programs and activiteseiach sustainable development. It is noteworthy
that the concept planned to bring the amount diaadioxide in line with the appropriate level of
member countries of the Organization for Economigofzration and Development by 2020.
Therefore, it is important to investigate how C@2 @conomic growth relationship evolves over time

in light of the implemented policy measures.

Third, the relationship between economic growth &@P emissions has been studied for different
countries in the literature. However, only a fewm@astudies have included Azerbaijan in their CO2
analysis and, to the best of our knowledge, theneoi time series study investigating this issue for

Azerbaijan.

Fourth, investigating the relationship in the casé\zerbaijan, a resource-rich developing country,
would be an example for other similar countries i may provide some understandings which are

common across such kind of economies.

All the above discussed considerations motivatefdloe that building a well-designed econometric
model relating CO2 emissions to economic and sdatbrs is very important for Azerbaijan. In this
study, we investigate the relationship between esin growth and CO2 emissions in the case of

Azerbaijan employing different time series cointggn methods. Our study may contribute to the



existing literature in a number of ways. First, sidering that all previous CO2 studies for Azeidnaij
have employed panel data methods, which might istrfen ignoring country specific features, this is
the first time series study specifically for thauntry. Second, we test the Environmental Kuznety€u
(EKC) hypothesis for Azerbaijan using time seriegtad Furthermore, we test different possible
representations of the relationship between CO2sams and income based on the EKC framework.
Third, we employ five different cointegration metlsoas well as account for small sample bias
correction as a robustness check. Fourth, we makasve and constructive literature review of CO2-
income studies for Azerbaijan and other oil expgrtsmall open developing economies. Finally, the

findings of this study might be a roadmap for timailar countries.

The rest of the paper is organized as follows: iBec provides a selected review of the related
literature. Section 3 presents the conceptual freorie of the study and the data employed. Section 4
discusses the methodology including model spetifinaand estimation strategy. The empirical
results are reported in Section 5. Section 6 dgEsithe empirical results and Section 7 concluukes t

study and provides policy implications.

2. Literature Review

In the early 1990s, three empirical studies inddpatly analyzed the relationship between
environmental degradation and per capita incomeod$dnan and Krueger, 1993; Shafik and
Bandyopadhyay, 1992; Panayotou, 1993). All threrlies concluded that the relationship between
pollution variables and per capita income exhibitad inverted U-shaped curve, called the
Environmental Kuznets Curve (EKC) by Panayotou 819 emphasize its similarity to the well-

known Kuznets Curve between income distribution p@dcapita income levels (Kuznets and Simon,

1955).

Since then there have been a plethora of studiestigating the EKC, but the relationship between
environmental degradation or quality and incomeaieshotly debated. There is a group of studies

that discuss the theoretical underpinnings of tK€ Fanalyzing the potential explanations of a bell-



shaped relationship and the reasons for the ‘tgriiack’ of environmental impacts after some
threshold level of income. Following Kijima et #2010), the theoretical models of the EKC can be
divided into two groups: static and dynarhidn example of static EKC approach is the paper by
Lopez (1994) that discussed the theory of the EHWilizing a production function approach.
McConnell (1997), Andreoni and Levinson (2001),H.12002), and Di Vita (2008) employ instead
utility functions to explain the rationale for tB&KC. Examples of the dynamic approach to the EKC
include John and Pecchenino (1994), Selden and §d%p), Dinda (2005), Chimeli and Braden
(2009), and Prieur (2009) that consider resourtecation between consumption and abatement
expenditures. Stokey (1998) and Tahvonen and S2001) consider the effect of production
technologies on the environment, whereas JonesMVamuelli (2001) and Egli and Steger (2007)
propose models that take into account the effe¢tofpolicy on pollution regulation. Finally, Wirl
(2006) and Kijima et al. (2010) are examples ofadyit models dealing with the case of uncertainty

in the economy.

In addition to the above mentioned theoretical isjdthe empirical literature abounds with studies
that investigate the environmental effects of eperge and economic growth for both developed and
developing countries using different datasets, maegecifications, methodologies, and functional

forms.

The theoretical underpinnings suggest a non-limektionship between environmental degradation
and income. The empirical studies have thereforeeigdly focused on quadratic and cubic EKC
functional specifications, as originally proposedhafik and Bandyopadhyay (1992Jable Alin
Appendix summarizes the empirical contributionshi® EKC limiting the attention to those for small
open oil-exporting developing economies (SOOEDE}ei2010. These are countries that are similar
to Azerbaijan which is the focus of this paper. Wlhere are no time series estimates of the EKC fo

Azerbaijan, only a limited number of panel studiesdude this country: as such they might not be

* See the review of some of the theoretical EKCisgibly Lieb (2003), Dinda (2004, 2005), and Kijieizal.
(2010), among others.

®> Additional detailed information on the empiricalidies devoted to the EKC and its different aspeats be
found in Lieb (2003), Stern (2004), Dinda (2004)d &Jchiyama (2016).



able to capture the country-specific features ef tlationship among the variables of interest. For
example, three studies (Tamazian and Rao, 2010,gApand Payne, 2010; Al-Mulali et al., 2016),
which include Azerbaijan, find an inverted U-shapmdve, two papers obtain a U-shaped curve
(Brizga et al., 2013; Narayan et al., 2016), ongsemp with no specific patterns (Perez-Suarez and
Lopez-Menendez, 2015), and two studies obtain aotemically increasing relationship (lto, 2017,

Mitic et al., 2017) between income and CO2 emission

One notable aspect is that many of the studiehéntable (13 out of 24) employed the linear
functional form, which can cause misspecificatiaolgpern and misleading results. For example,
using a linear specification, different studiesrfdisignificantly different income elasticities idSA

(Alkhathlan and Javid, 2013: 0.45; Alshehry and®@ehi, 2016: 0.0025; Bekhet et al., 2017: -0.024;

Narayan and Narayan, 2010: 0.40; Shahbaz et 4l6: 2026).

As said, there is not time series study devotefizerbaijan. In this regard, there is a need to aohd

a time series study by taking into account alldheve mentioned limitations including those noted i
Table Al of the existing studies in order to wefiderstand the CO2-income relationship in
Azerbaijan. To the best of our knowledge, the presene is the first study for Azerbaijan,

investigating drivers of CO2 emissions and emplgyifferent time-series cointegration methods.

3. Model and Data
3.1 Employed Functional Form

The following is the traditional and widely usednftional form for analyzing the relationship
between CO2 emissions and GDP (Shafik and Bandygypad 1992; Grossman and Krueger, 1995;

Lieb, 2003; Dinda, 2004, inter alia):
coye = bo + b1y + byyE + bay? + byxy +u, (1)

Whereco, is CO2 emissions measured per capitéis GDP per capitax is a vector of additional
explanatory variables andis the error termOften (1) is estimated with a time trend order to

capture the effects on CO2 emissions caused byoémical progress or enhanced environmental



awareness (Shafik and Bandyopadhyay, 1992; Lie@32®enoting a time trend witt the model

used for the present analysis is:
€0yt = b + byye + boyE + gy + bt + uy (2)

Equation (2) can be run in levels or in log formtleé variables. In some cases, for example for the
quadratic formulation, it may be preferable to reate the model in log form (Cole et al. 1997),

although the best formulation should be choserriirciple on the basis of the estimation results. We
will use variables in the logarithmic form. Equatti?) enables us to test several forms of the CO2

emissions-economic development relationship (Di2g84):

1.b, = b, = b3 = 0: a flat pattern or no relationship betweamn andy;

2.by > 0 and b, = bz = 0: a monotonic increasing relationship or a lineatienship;
3.b; < 0and b, = b3 = 0: a monotonic decreasing relationship or a linelatimmship;

4. by > 0,b, < 0 and b; = 0: an inverted-U-shaped relationship, i.e., an Emvmental Kuznets

Curve (EKC)°

5.b; < 0,b, > 0 and b; = 0: a U-shaped relationship;

6.b; > 0,b, < 0 and b; > 0: a cubic polynomial or N-shaped figure;
7.by < 0,b, > 0 and b3 < 0: the opposite to the N-shaped curve.

Note that all abovementioned equalities and ineteslare considered to hold with statistical
significance. In the case of EKC, the turning poimbere the emission level starts to fall, showdd b
within a reasonable range (Uchiyama, 2016). Froeretbovementioned cases, it is clear that the EKC

is only one of the possible shapes implied by mé2lel

Following Shafik and Bandyopadhyay (1992), we \aillopt the following testing procedure: if the

cubic term is not statistically significant, it céme dropped. Likewise, if the squared term is also

® Strictly speaking the relationship is concave, liyimg decoupling of emissions from income.

" In principle, we could also have the case of aremnrelationship, implying; > 0,b, > 0 and b; = 0.



insignificant, we conclude the linear relationshgiween emissions and income. As it can be found in
Table 1 of Shafik and Bandyopadhyay (1992), onegsrall by, b, and b3 to be insignificant in the
cubic form, butb; and b, are significant in the case of the quadratic dmation. In the case of an
insignificant cubed term, we exclude it. Moreovetlowing Kaufmann et al. (1998), Scruggs (1998),
Dinda et al. (2000), Harbaugh et al. (2000), Mi#inand Stengos (2000) and Lieb (2003) we interpret
a U-shaped emission-income relationship as evideh@ N-shaped curve. Additionally, following
Cole et al. (1997) and Stern and Common (2001)jnaexpret an EKC with an estimated turning
point outside the sample range as evidence for aotoaically increasing emission-income

relationship.

3.2 Data

Our study uses annual data on carbon dioxide esnssand GDP over the period 1992-2013 for
Azerbaijafl. CO2 emission§CO,) are measureih kilotons (kt) of carbon dioxide and are those
stemming from the burning of fossil fuels and thanofacture of cementhis is our dependent
variable, which we converted into per capita teasiag population data measured in persons. The data
on CO, and population are retrieved from the World Bankv&opment Indicators Database (WB,
2016) over the period indicated above. Only theieslof CO2 for 2012 and 2013 are taken from the

official webpage of EnerData (hiip://www.enerda&d/ since they are not available from the World

Bank Development Indicators Database. GDP per &api005 constant USD is retrieved from the
World Bank Development Indicators Database (WB,520ver the period indicated above. Figure 1
below shows the time profile of the above varighbtesh levels and growth rates, over the period?199

2013.

8 Note that selection of the period is based on dadlability.
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Figure 1. Levels and growth rates of the variables

As a general tendency for the chosen pexogd andy increased, though the first variable has
demonstrated volatility in the time profile sinc@02. Before 1996 the level of CO2 emissions was
decreasing due to the collapse of the previous@oansystem and only after that time the economy
started to recover. AzerbaijaiO2 emissions increased from 31510 kilotons in 199631613
kilotons in 2013 with an annual growth rate of 2daver the periodSDP instead increased by 11%
annually. The jump in 2006 was most likely duette ¢ffect of oil revenues following the completion

of the Baku-Thbilisi-Ceyhan main export oil pipeline

In the empirical analysis that follows we use théural logarithm of the variables, which are dedote

by small letters, i.eco,, y, y* andy®.

4. M ethodology

We use the Johansen cointegration approach asramedhod. To get more robust results, we also
employ the ARDLBT, DOLS, FMOLS and CCR methods. btarer, we account for small sample

bias in order to rule out misleading results.

Since most socio-economic and environmental vagaldre non-stationary, first we check this
property of our variables before proceeding todbimtegration analysis. We employ three different
unit root tests, namely the ADF, PP and KPSS tawgee robust conclusion about integration order
of the variables. Since these tests are widely wse$, we do not describe them here. Interested
readers can refer to Enders (2010), Dickey andeFufll981), Philips and Perron (1988),

Kwiatkowski, Phillips, Schmidt and Shin (1992).
4.1 The Johansen Cointegration Method

Johansen (1988) and Johansen and Juselius (19B@)fdumation maximum likelihood method is

10



based on the following Vector Error Correction Mb@&ECM):
Azy = Nze_q + X5 TiAze_; + o+ OD + 1, (3)

where,z; is a (1 x 1) vector of then endogenous/modeled variables of interBsis a f x n) adjustment
coefficient matrix,I” represents an(x (k-1)) matrix of short-run coefficientg; is a 6 x 1) vector of
constants@ is vector of coefficients associated withwhich is vector of deterministic regressors,
such as deterministic trend, dummy variableg, denotes an(x 1) vector of white noise residuals. |If
matrix I has reduced rankO(< r < n), then it can be split into an(x r) matrix of loading
coefficientsa, and a i x r) matrix of cointegrating vectofa The former indicates the importance of
the cointegration relationship in the individualiations of the system and of the speed of adjustmen

to equilibrium, while the latter represents thegdarm equilibrium relationship, so thdt= af’.

Testing for cointegration, using Johansen’s redue@dt regression approach, centers on estimating
the matrixIT in an unrestricted form, and then testing whetherrestriction implied by the reduced
rank of IT can be rejected. In particular, the number ofitidependent cointegrating vectors depends
on the rank off which in turn is determined by the number of haracteristic roots that are different
from zero. Maximum eigenvalue and Trace testsssiedi are used to test for nonzero characteristic

roots.

The significance of a given variaki@plies that the null hypothesis of the correspogdioefficient
B is zero can be rejected. Detailed discussion anpireral application of this and other tests in

VECM framework can be found in Johansen and Jus€lif90), Johansen (1992a, 1992Db).
4.2 Small Sample Bias Correction in the Johansen Method

Johansen (2002) notes that the Max-eigenvalue aweTtest statistics are biased toward rejecting the
null hypothesis of no cointegration, in the casa esmall number of observations. Given this, Réinse

and Ahn (1992) and Reimers (1992) propoéréT—kan: correction to the Max-eigenvalue or Trace test

statistics in the case of small samples, whierés the lag length of the underlying Vector
Autoregression (VAR) model in levels, whiteand T are the number of endogenous variables and

observations, respectively. Given the sample stweAizerbaijan, this correction is used in the

11



empirical analysis undertaken here.

Due to space limitations, we do not describe ARDLEBEMOLS, CCR and DOLS cointegration
techniques in this section, but the detailed disioms can be found in Pesaran and Shin (1999),
Pesaran et al. (2001), Hansen (1992a, 1992b),ijl@hdind Hansen (1990), Hamilton (1994), Park

(1992), Saikkonen (1992), and Stock and Watson3)l 98ter alia.

5. Empirical Results

This section first discusses the results of tedtimgunit roots and cointegration, and presentg-am
estimation results of the Johansen, Bounds Teappgoach to Auto Regressive Distributed Lag models
(ARDLBT) (Pesaran and Shin, 1999; Pesaran et 8D1f Fully Modifies Ordinary Least Squares
(FMOLS) (Saikkonen, 1992; and Stock and Watson3},99ynamic OLS (DOLS) (Hansen, 1992a,
1992b; Phillips and Hansen, 1990), and Canonicaht€gration Regression (CCR) (Park, 1992)

methods.

5.1. Unit Root Tests
The results of the unit root test results are rigggbin Table 1.

Table 1: Results of unit root tests

The ADF test The PP test The KPSS test
Variable First First First
L evel k difference k  Level difference L evel difference
intercept  °2 42177 0 -4.445** 0 -4.78% -4.443" 0.374" 0.416°
P -0.713 2 -3.456 1 -0.435 -1.528 0.557 0.3572
V2 -0.655 2 -3.439 1 -0.368 -1.537 0.559 0.361
y -0.589 2 -3.405 1 -0.300 -1.547 0.560 0.368
Intercept  co, -3.043 0 -5.348" 0 -3.357 -5.288" 0.161 0.127
andtrend vy -6.569" 1 -2.575 1 -3.995 -1.922 0.139 0.160
VP -6.220" 1 -2572 1 -3.950° -1.848 0.147 0.160
v -5.866" 1 -2571 1 -3.874 -1.881 0.145 0.157

Notes: ADF, PP and KPSS denote the Augmented DiEkdigr, Phillips-Perron and Kwiatkowski-PhillipszBmidt-Shin tests respectively.
Maximum lag order is set to two and optimal lageur(k) is selected based on Schwarz criterion énABF test; ***, ** and * indicate rejection
of the null hypotheses at the 1%, 5% and 10% saamite levels respectively; The critical values taken from MacKinnon (1996) and
Kwiatkowski-Phillips-Schmidt-Shin (1992) for the ADPP and KPSS tests respectively.

We can see that fao, emissions in the more general specification witlericept and trend, all tests
indicate that the variable is stationary in firdfetences, i.e. it is 1(1). The situation fgrand its
powers instead is not straightforward. When onby ititercept is included, the Augmented Dickey-
Fuller (ADF) and Kwiatkowski-Phillips-Schmidt-Sh{iPSS) tests say that the income variables are

I(1), while the Phillips-Perron (PP) test rejedie stationarity of the first differences. In theseaf

12



the intercept and trend model all tests rejectuthie root hypothesis in the level of the variabM&e
note that in this case the coefficient of the lahgependent variable of the ADF specification is
found to be equal to -0.2. This in turn means phiat the original ADF specification is 0.8 (=1-0.2),
which is closer to unity, indicating a unit rootopess. Moreover, it is known that in small samples
these tests tend to reject the null. Consideriegattove mentioned facts, the graphical inspecinoh a
common theoretical sense we conclude thanhd its powers are stationary in first differencé&e
thus conclude that our variables are non-statiomahkyvels but stationary in their first differerscdn

other words, they follow integrated of order or{é),l processes.
5.2. Cointegration Analysis

Before testing the significance of the cubed angaeed terms, we performed cointegration tests for
the cubic and squared specifications. The testsledad co-movement of the variables for either
specifications in the long-run. To save the spaeede not report the results here but they are
available from the authors upon the request. Detailiscussion of the cointegration test results for

the final specification are presented below.

As discussed in Section 3.1, if the cubic ternmgggnificant then it should be dropped from the etod
Table A2 in Appendix shows that for all employedtmegls, except DOLS, the cubic term is
insignificant. For DOLS it is significant only a#&significance level. Moreover, the magnitude & th
coefficient is completely different in comparisoittwother methods. Therefore, based on the fatt tha
we have only one single weak evidence out of fages, we drop the cubic GDP term from the model.
Interestingly, the same holds for the quadratiome variable as well, that is the quadratic GDPhtier
statistically insignificant in all econometric metlts employed, except for VECM. In the VECM results
with squared income term, the sign of the trermpjzosite to the conventional one. Moreover, based o
the estimation results the turning point (3.533/260=8.833) occurs outside of the U-shaped
relationship, which can be interpreted as mono#dlyiclecreasing relationship. But these two faocts a
opposite to the conventional known facts. Thereftised on the estimation results from the five
different methods we conclude that the squared whould also be dropped from the model. The

coefficientb, is statistically significant in the case of thaelar model. Therefore, we will proceed in our

13



empirical analysis on the basis of a linear speatifbon. The following discussion is based on this

specification.

We first test for the existence of a long-run tielsghip among the variables involved and then tarn
the estimated parameters of such relationship. Wt dpply the Johansen cointegration approach to
equation (3) to see if there is one cointegratiectar, because it is known that in the case ddriables
there can be at mostl cointegrating relationship3.o apply the Johansen procedure, the optimal lag
number should first be chosen. A Vector Auto Regives(VAR) model was initially specified with the
endogenous variables o, andy, and exogenous variables intercept, trend andsegldimmy. The
trend is included in order to see whether or ndta$ any power in explaining the behavior of the
variables, especially y, as they are trending dwee: if we excluded it, then our VAR would have
instability problems? A maximum of two lags was initially considered dmath lag selection criteria
and lag exclusion tests statistics suggested tidged a lag of order two was optimal, which is
intuitively appropriate given the small number bkervations in the sample. It is worth nothing that
VAR with two lags successfully passes all the mggliddiagnostics tests, as indicated in Panels A
through C of Table 2, as well as the stability .td$te Johansen cointegration test results from the

transposed version of the VAR, which is the VECMwone lag, are presented in Panels D and E of

Table 2.
Table2: VAR residual diagnostics, stability and cointegnatiests results
Panel A: Serial Correlation LM Test Panel D: Johansen Cointegration Test Summary
Lags LM-Statistic P-value Data Trend: None None Linear Linear Quadratic
1 2.088 0.720 Test Type: (a) NoC andt (b) OnlyC (c) OnlyC (d) C andt (e) C andt
2 2.970 0.563 Trace: 2 1 1 1 0
3 4.121 0.390 Max-Eig: 2 1 1 1 0
Panel B: Normality Tesf Panel E: Johansen Cointegration Test Results for type d
Statistic X2 d.f. P-value Null hypothesis: r=0 r<i
Jarque-Bera 2.926 9 0967  iace 30.417 6.593
A% trace 24.881 5.327
Arvex 23.824 6.593
22 e 19.488" 5.327
Panel C: Heteroscedasticity TeSt
White X° d.f. P-value
Statistic 38.030 36 0.377

® The pulse dummy, equal to one in 2007 and zereraibe, is included in order to capture the jumpafin 2007.

10 Juselius (2006) discusses that one should take afapther variables along with a variable of isgrsince VAR is a
system of variables. All the intermediate resaits not reported here to conserve on space, buavaitable from the
authors under request.
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Notes: @ The null hypothesis in the Serial Correlation LMsT is that there is no serial correlation at lagrder h of the residualg; The
Normality Test is the Urzua (1997) system normalégt with the null hypothesis of the residuals mudtivariate normal’ The White

Heteroscedasticity Test takes the null hypothesioaross terms heteroscedasticity in the re&ﬂj%lz is the Chi-square distribution; d.f.
stands for degree of freedoM@;andt indicate intercept and trendis the rank of thd 1 matrix, i.e., the number of cointegrated equations
Jwace aNdAmay are the Trace and Max-Eigenvalue statistics, whilg.. andA? e are adjusted version of thefi’ and™ denote rejection of

null hypothesis at the 10, 5 and 1% significaneelerespectively; Critical values for the cointegpn test are taken from MacKinnon et al.
(1999).

Although Table A2 has shown that the cointegraéiggation is mainly linear, as in columns (c) or (d)

of Panel D of Table 2, we check for the existeniceointegration in all possible five test types. We
can see that type (e) reports no cointegrationtequdst is difficult to believe that the variablese
cointegrated with a quadratic trend because, finst,unit root tests do not show any non-statidyari
with a quadratic trend and, second, it is a verg tase for socio-economic variables and, finalli,

hard to interpret economically. For cases (b),af@ (d) both the trace and the max-eigenvalue test
statistics indicate one cointegration relationsdnipong the variables. The results of the small sampl
corrected version of the trace and max-eigenvalsis tare given in the Panel E. Here, again bot$ tes
point in favor of the existence of one cointegnatielationship trace at 10% and max-eigenvalue at
5% significance levels. Therefore, we conclude thate is a cointegrating relationship among the

variables.

The Johansen approach outperforms all its altermatiethods in the case of more than two variables
in terms of correctly determining the number ofntegrated relations. This is why we adopted it.
However, we also employed the ARDLBT and Engle-@esintype DOLS, FMOLS and CCR
methods to test whether the variables are cointegyra he results from the ARDLBT, even after
correcting for small sample bias using Narayan $20fitical values, and other the three methods
also indicate that there is a cointegrating retatamong the variables. This indicates that the
cointegration results from the Johansen approaghrabust! The ARDLBT, FMOLS, DOLS and
CCR methods were also employed as a robustnesk alemside the VECM in estimating the long-

run coefficients. The results are presented in& abt

1 The results are not reported here but are availabin the authors under request.

12 Note that we set a maximum lag order equal to iwounning the ARDLBT estimation as we did for théR. Then
optimum lag order for dependent variable and resgmessis selected with the Schwarz criterion, whécthe more relevant
information criterion in the case of small samplashe DOLS estimation, we set maximum numbergfdnd lead order to
one and the optimal order is selected by the Scherterion because of the same reason. Since the@ dynamic part in
FMOLS and CCR methods, we used a pulse dummy takingndg in 2007 and zero otherwise, to capture thers
decrease in CO2 emission in 2007. Also, note thainaleded a time trend in the ARDLBT, FMOLS, DOLSda@CR to
capture technological and other changes and itapgdo be significant in all estimators.
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Table 3: Estimation and testing results from the differanbtegration methods

Method VECM ARDLBT DOLS CCR FMOLS
Panel A: Long-run equations
Regressor  Coef. (Std. Er.) Coef. (Std. Er.) Coef. (Btd. Coef. (Std. Er.) Coef. (Std. Er.)
y 0.823 (0.100) *** 0.786 (0.117) ***  0.724 (0.046) *** 0.706 (0.030) ***  0.697 (0.042¥*
trend -0.078 (0.010) *** -0.072 (0.013) ***  -0.071 (0.005) *** -0.067 (0.002) ***  -0.067 (0.093**
Panel B: Residuals diagnostics tests results and Speedjatfiment Coefficient
SoA -0.763 [0.000] -1.037 [0.000]
Qar) 5.562 [0.592] 1.990 [0.370]
LM, 1.177[0.882] 1.921[0.166]
XeerR 30.363 [0.173] 4.278 [0.639]
JBy 2.583[0.630] 0.554 [0.758]
Panel C: The results of testing hypotheses 1-7
Hypothesis Result Decision
by is positive and statistically significant whibg is
1. Hyb=b,=0 dropped because it is statistically insignificanall H, is rejected.

the estimations in Panel A.
by is positive and statistically significant whibg is

2. Hy:by>0andb,=0 statistically insignificant in all the estimatioims H, is accepted.
Panel A.
b, is positive and statistically significant whibg is

3. Hypby<0andb,=0 dropped because it statistically insignificantlinttee ~ H, is rejected.

estimations in Panel A.
b, is positive and statistically significant whibg is

4. Hy:by>0andb, <0 dropped because it is statistically insignificanall H, is rejected.
the estimations in Panel A.
b, is positive and statistically significant whibg is

5. Hy:by<0andb, >0 dropped because it is statistically insignificanall H, is rejected.
the estimations in Panel A.

b, is positive and statistically significant while

Hy: by > 0 and b, b, and b; are dropped because they are o
6. .. L . o H, is rejected.
<0and b; >0 statistically insignificant in all the estimatioims
Panel A.
b, is positive and statistically significant while
” Hy: by < 0and b, b, a_nq b ar_e Qropped b_ecause they_ are.  Hyis rejected.
>0and b; <0 statistically insignificant in all the estimatioims
Panel A.

Notes: Dependent variable i,;; Coef. and Std. Er. denote coefficient and standardr; *, ** and *** indicate
significance levels at 10%, 5% and 1%; Probabditiee in bracketsSoA = Speed of adjustmeng g,y = Q-statistic from
testing AR(2) processtMg; = Lagrange multiplier statistic of serial corrédat test; yZzrr = Chi-squared statistic for
heteroscedasticity tegtBy = Jarque-Bera statistic for testing normality; IEG@M, Jarque-Bera statistic was taken from the
option of Orthogonalization: Residual Correlation ¢baik-Hansen). Intercepts of the long-run equatiaresnot reported for
simplicity.

As it can be seen from the Table 3 the long-rurffiments from the five different techniques areaye

close to each other in terms of sign and magnitadd they all are statistically significant.
Additionally, the residuals of the estimated speatfons successfully pass the residuals diagrsstic
tests which is another indication of the robustrddhie estimation results. The long-run elastioty
carbon emission with respect to income is arourfd &s the magnitude of the estimated income
coefficients ranges from 0.697 to 0.823. In the etgdvith trend the estimated coefficient of this

variable lies between -0.067 and -0.078.
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6. Discussion of the Empirical Results

The results from the unit root tests, given in Eab) indicate that the levels of the variablesofella
unit root process. This implies that any shockhese variables will have a permanent effect and
therefore they will deviate from their underlyingw@tlopment path. As a piece of evidence of this
fact, for example, the global financial crisis D08 has changed significantly the development phath
GDP as can be seen in Figure 1. The figure alsovshimat there has not been a permanent change in
the development path of carbon emission. This doesecessarily mean that this variable is not non-
stationary, but rather indicates that the crisis hat had a permanent effect on it. Different \slaa
simply can react to shocks differently. The conadepalso true when the variables are positively
shocked. Moreover, having a unit root process iesplhat the variables contain a stochastic tremd, s
that it is difficult to predict futures values dfem. The implication for policy makers and foreeest

is that they should consider growth rates rathan flevels of the variables in their policy analyeisl

projections.

The finding of a cointegrating relationship amohg wariables, as reported in Table 2, implies that
there is a stochastic trend which is the same Hoofathem. In other words, there is a long-run
relationship among carbon emission and GDP. Siack a relationship exists, it is useful for policy
analysis and forecasting purposes to estimate rncahewalues, i.e., parameters (especially
elasticities) of this long-run relationship. Toghend, we estimated the dependence of the carbon
emission from GDP employing the five different degration methods as a robustness check. The
desirable outcome from these estimations, repantdéble 2, is that they produce consistent results
numerically, statistically and conceptually: as thagnitude of the corresponding coefficients are

close to each other, they all are statisticallyidigant and have the same expected signs.

For all methods, the estimated coefficient of fh&ime variable has a positive sign, which implies a
linear relationship (monotonically increasing) amadncome and emissions. This says that the EKC
does not hold for Azerbaijan over the period anadyzt is noteworthy that some previous panel

studies also found the similar results. For examgeent studies such as Ito (2017) and Mitic et al
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(2017) find a monotonically increasing relationsfopthe panel with Azerbaijan. Thus, we conclude
that there is a linear relationship between GDP @@@ emissions. This implies that an increase in
GDP results in an increase in environmental pdltutin Azerbaijan. Such a conclusion is quite
reasonable in the sense that the EKC usually himdgleveloped countries and Azerbaijan is a

developing economy.

As can be seen from the Table 5, based on the VE@ptoach, the income elasticity of CO2
emissions is 0.823. Hence, all other things beiggak a 1% increase in GDP leads to 0.823%
increase in carbon emissions. The estimated inadasticity obtained by Brizga et al. (2013) for the
panel of former Soviet countries including Azerbaijwas equal to 0.86%. The difference between
our finding and previous results in terms of magphits might be due to the use of individual coustrie

data in our case, while all previous studies emgagyanel of countries.

As a further robustness check, we applied a ThidsRegression (TR) model to our data and the
results showed that there is not a threshold véleea turning point in the relationship, whiclsal

can be seen as an evidence against non-lineaoralaip between income and CO2 emissions.

The finding of a monotonically increasing relatibips between emissions and income can be
explained as follows. Since, after the “Contracttted Century” the Azerbaijan economy has been
benefiting from sizeable oil revenues. This in tonaused an increase in environmental degradation as
result of the revitalization of the economy afthe tcollapse of the Soviet Union. Moreover, CO2
emissions started to increase again after the biegjrof the reinvigoration process of the industria
sector in 2009. The construction and launching ntimber of new factories and techno-city, as well

as recovering of the old ones, might be the maisae of this increaseé.

Finally, long-run estimates show that carbon eroissleclines on average 7% per annum over the
period 1992-2013, which can be considered as dtreuechnological improvement with other
implicit factors. The negative sign of the trendrighle is in line with the emission-income
relationship. In other words, the effect of devehemt in employed technologies on the

environmental degradation is expected to be pesitivhich implies the expected sign of the trend

13 hiip://www.azerbaijan.az/_Economy/ Industry/_indyse.html
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variable is negative.

Among others, one of the solutions to reduce cadoission is to decrease energy intensity. To shed
further light on this point, Azerbaijan was abler&mluce energy intensity - which is calculated as
energy for every dollar of GDP output at markethatge rates from 0.42 in 1990 to 0.24 in 2013,
while CO2 emissions has decreased by 56.8% ovepdhed (Vazim et al., 2016). These numbers
show that Azerbaijan gained considerable achieverimethe reduction of the CO2 emissions and
energy intensity during the period of investigatiéinhas to be noted that the reduction in energy
intensity in Azerbaijan can be the result of twéfaitient issues. On the one hand, as the country
develops, modern technologies are used in sectaitseoeconomy, which leads to decrease in the
carbon emission. On the other hand, over the peximt of plants and factories, which were mainly
the large carbon emitters remained from the for@aviet Union period were shut down. Instead,
other less carbon emitting sectors, like servitasrism etc., developed and grew (Hasanov, 2013;
Oomes and Kalcheva, 2007). Nevertheless, compaitbdte world average, the CO2 intensity in
Azerbaijan was 1.1 mt in 2011, while the world age figure was 0.6 mt, which is 1.8 times smaller.
Energy intensity was 19376 Btu in Azerbaijan in 2@d this figure is almost 3 times higher than
the world average of 9905 BttiTo put it differently, Azerbaijan spends threedsmmore energy than
the world average to generate each dollar valueddilenyah and Wolde-Rufael (2010) among
others point out that some countries endowed viitimdant energy resources experience inefficiency

in their energy use.

The above discussion highlights that energy inigfficy is one of the main challenges for the country
The energy intensity can be reduced by two chanf@lasing less energy intensive equipment and
technologies in cement production and power geioerad save energy and decrease a loss during

distribution and transmission; (b) implementinga&liént tariff mechanisms and cutting subsidies.

14
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7. Conclusion and Poalicy Implications

This study investigated carbon dioxide emissiore@# of economic growth in Azerbaijan using
annual data for the period 1992-2013. The Johans&DLBT, FMOLS, DOLS and CCR
cointegration methods were employed to analyzeldhg-run relationships between the variables.
The methods produced consistent results, which bEarconsidered a sign of robustness of our
findings. The results endorse the validity of antegrating relationship among the variables. The
estimation results point to the invalidity of th&KE& hypothesis in Azerbaijan. The relationship
between CO2 emissions and income is found to beotnaitally increasing. The other finding of our
study is that economic growth has a positive aatissically significant impact on carbon emissions
in the long-run. In comparison with the World's eage figures, in terms of CO2 emissions, each
dollar costs 1.8 times more than the World's averathe country has a potential to materialize
economic development implementing energy consematieasures without causing an increase in
CO2 emissions (Opitz et al., 2015 inter alia). Mwer, the Azerbaijani government planned to bring
down the amount of carbon dioxide in line with #propriate figures of the OECD countries by the
end of 2020. Therefore, a suitable environmentdicpdo reduce total CO2 emissions without
harming economic growth is to improve energy effidy, which can be obtained by increasing
optimal infrastructure investment and employingrgpeconservative policies to avoid unnecessary
use of energy. Put differently, using less enemnggrisive technologies, minimizing the loss of power
during distribution and transmission processes,angloying different tariff mechanisms to control

energy use are some applicable policies that grabba to increase energy efficiency.
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Appendix

Table Al: Review of the CO2 studies for small open oil-exipgrteveloping economies

Sample . Explanatory Functional . -
Study Period Country or Region variables Form Econometric methodology Income elasticity ShapE|&
Bahrain 0.74 MI
Iran 1.22 MI
Irag -0.10 MD
43 developing countries Kuwait 1.13 MI
Narayan and 1980- (including Bahrain, Iran, Oman 1.88 MI
Narayan (2010) | 2004 Kuwait, Oman, Qatar, KSA| COT, GDPT LLF FMOLS. Panel data. Qatar 0.15 MI
and UAE) KSA 0.40 MI
Syria 0.71 MI
UAE -0.04 MD
Yemen -2.20 MD
Tamazian and Rao | 1993- 24 transition economies I%?IID:%I GPI?_PPC’
(including Azerbaijan, ! R QLF GMM. Panel data. 0.04-1.22 InGbP IUS
(2010) 2004 . FTL, TO, FL, 1Q,
Kazakhstan and Russia) EC EI
o .| COPC, ECPC For panel with Russia:
. 11 CIS countries (including ’ ’
Apergis and Payne | 1992- . GDPPC and 1.55-2.96InGDP;
(2010) 2004 giesrsti):)uan, Kazakhstan andGDPPC‘ QLF FMOLS. Panel data. For panel without Russia: IUS
1.37-2.54InGDP
1990- COT, GDPT, MD
Paoetal. (2011) | oo~ Russia GDPT, ECT LLF® VECM. Time series data. -0.23
Bahrain 1.507-2.20InGDP IS
COPC, ECPC, Cross Correlated Effects | Kuwait 3.823-3.854InGDP IUS
. 1981- oo UAE 2.337+2.142InG us
Arouri et al. (2012) 2005 MENA GDPPC and QLF estimation method. Panel | 5 .- "5 578_0 456InGDP US
GDPPC data. Qatar 3.039-2.376InGDP US
KSA 0.385-2.488InGDbP IUS
93 countries including ;gzcrf’er(;%?xc
1960- Azerbaijan, Bahrain, Iran, . .
Stolyarova (2013) 2008 Kazakhstan, Kuwait, Omar], (nallJI::elg;?tévnee?nd LLF GMM. Panel data. Short-run elasticity.3-0.79 Not reported
Qatar, Russia, KSA, UAE | ) 9y
Alkhathlan and 1980- COPC, ECPC, 6 ) . 0.45(total) MI
Javid (2013) 2011 KSA ocpc.ccpc, | WP ARDL. Time series. 0.56(oil) M

28




ELCPC, GDPPC -0.41(gas) MD
0.24(electricity) MI
Bahrain -0.344 MD
Kuwait -0.434 MD
Al-Mulali and Tang | 1980- COPC, GDPPC, Oman 0.904 MI
(2013) 2009 Gee ECPC, FDI LLF FMOLS. Panel data. Qatar 0.089 MD
KSA 0.069 MD
UAE -0.917 MD
Bahrain 0.498 MI
Iran 0.253 MI
Kuwait 0.359 Ml
Omri (2013) %gi(l) MENA E&,F;:C’T%DEPC’ LLF GMM. Panel data. Oman 0.508 MI
' ’ Qatar 0.871 MI
KSA 0.670 Ml
UAE -0.223 MD
Bahrain -17.5+1.44InGDP IliJSS
1990- COPC, ECPC, UAE 21.21-2.02InGDP 1US®
Ozcan (2013) 2008 12 Middle East countries | GDPPC, GDPPE | QLF’ FMOLS. Panel data. Iran 1.71-0.16InGDP US
KSA -13.23+1.64InGDP US
Oman -20.11+2.38InGDP
Azerbaijan
15 former Soviet Index decomposition us,
Brizga et al. (2013) 1990- countries(including COPC, GDPPC, LLF analysis and OLS. Time 0.86 Kazakhstan
2010 - In, El, POP .
Azerbaijan) series data. IUS,
Russia LS
1975Q1-
égirltgﬁy COPC, ELCPC,
Shahbaz et al. data GDPPC, . .
UAE GDPPG, ExPC QLF ARDL. Time series data. 19.82-1.58InGPP IUSs
(2014) transform
ed from
annual
data
FMOLS: Renewable: 0.132-0.023
In GDP and Nonrenewable
0.250-0.071In GDP.
. COPC, ELCPC
Farhani and 1980- ’ Y FMOLS and DOLS. Pane
Shahbaz(2014) 2009 MENA GDPPC, GDPPE | QLF data. DOLS: Renewable: 0.135-0.023 In IUS
GDP and Nonrenewable 0.254—
0.070In GDP".
Farhani et al. 1990- MENA QLF FMOLS and DOLS. Pane Iran: 0.0384- —3.2463DP IUS
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(2014a) 2009 COPC, ECPC, data. (FMOLS) and 6.4250-
GDPPC, 3.1504InGDP.
GDPPC, TO
KSA: 0.8356- —1.6008InGDP
(FMOLS) and 5.1554-
-1.533InGDP.
For the panel of countries: 0.057-
1.97InGDP?
. COPC, GDPPC
Farhani et al. 1990- . ! ! FMOLS and DOLS. Panel | FMOLS: 2.095 — 0.202.InGDP;
(2014b) 2010 10 MENA countries GDPPC, TO, QLF data. DOLS: 2.081 — 0.200.InGDP: IUS
HDI, MAN
Zakarya et al. 1990- . COPC, ECPC, FMOLS and DOLS. Panel
(2015) 2012 BRIC countries GDPPC, FDI LLF data. 6.08 MI
COPC, GDPPC,
. 14 Asian PD, L, ISH, and
Apergis and Ozturk | 1930- countries(including Iran, | 4 variables for CLF GMM, FMOLS, DOLS, 3.6-0.56InGDP+0.18fGDP"® NS
(2015) 2011 . PMGE, MG. Panel data.
Oman, KSA, UAE) quality of
institutions
99 countries including LLF (with High income countries: 0.05;
Shahbaz et al. 1975- Kuwait, KSA, Bahrain, COPC, ECPC, respect to FMOLS. Panel data. Middle income countries: 0.04; low M
(2015) 2014 GDPPC, FDI . . =
Oman, UAE, Qatar, Iran income) income countries: 0.39
Perez-Suarez and L . COPC, GDPPC, -
Lopez-Menendez %ggg zgr%(;?gtrges (including GDPPG, CLF NLS Not reported N;tsep:re]mflc
(2015) I GDPPG P
ggr‘oeuhnr%’ ?2“(?16) %gﬁ KSA TCOPC, TECPC,| LLF® ARDL. Time series data. 0.0025 Mi
GDPPC
Kuwait 1.72
. Oman 0.43
LLF (with
Shahbaz et al. 1980- . KSA 0.26
(2016) 2014 Panel of 105 countries COPC, GDPPC, respect to FMOLS. Panel data. UAE 0.40 MI
TO income)
Iran 2.11
Syria 1.57
Bahrain IUS
: Kuwait Ml
Narayan et al. 1960- 181 countries ( including gc?er;f(ieclzeigr?tg Cross-correlation estimate. Not reported KSA MD
(2016) 2008 Azerbaijan) COPC, GDPPC, Time series data. P UAE MI
are used .
Azerbaijan US
Iran IUS
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Kazakhstan US
Russia US
o . IUS
i . ) 107 countries (including COT, GDPT, )
Al-Mulali et al. 1980 Azerbaijan, Kazakhstan, GDPT, TO, RE, | QLF DOLS. Panel data. 4.75 0.18InGD|§_6 . fo_r the group
(2016) 2010 - for the group with Azerbaijan with
Russia, Iran) U, FD Azerbaijan
KSA -0.024 MD
UAE 0.098 Ml
Bekhet et al.(2017) | 1289 Gce COPC, ECPC, | LLF ARDL. Time series data, | oman -0.106 MD
2011 GDPPC. ED Kuwait 0.926 MI
’ Qatar -0.444 MD
Bahrain -0.207 MD
42 developing countries
2002- - ) - COPC, GDPPC, GMM and PMG. Panel GMM: 0.13
Ito (2017) 2011 (including Azerbalj_an, Iran, FEC, REC LLF data. PMG: 0.34 Ml
Kazakhstan, Russia)
17 transitional economies
Mitic et al. 2017) | 297" | (including Azerbaijan, COT, GDPT LLF DOLS and FMOLS. Panel | 55 M
2014 Kazakhstan, Russia) data.

L egend:

ARDL= Autoregressive Distributed Lagged model, FM&LFully Modified Ordinary Least Squares, DOLS=Dyn@ Ordinary Least Squares, GMM=Generalized Methiodloments, OLS=Ordinary Least
Squares, PMGE=Pooled Mean Group Estimator, MG=M&aup estimator, VECM=Vector Error Correction Medrend NLS=non-linear least squares method.
KSA=Kingdom of Saudi Arabia, GCC=Gulf Council Cotias, UAE=United Arab Emirates, BRIC=Brazil-Russi@ia and China, MENA=Meddle East and North Africauntries and CIS=Commonwealth of

Independent States, respectively.

MI = Monotonically Increasing, MD = Monotonicallydareasing, US= U-shaped, IUS= Inverted U-shapedlishaped, NS=N-shaped, EIR = Emission-Income Reighip.
LLF= Log-linear function, QLF= Quadratic functional fieiin logarithms, CLF=cubic functional form
COPC=CO02 emissions per capitdOT=total CO2 emissions, GDPPGDP per capitaGDPT=total GDP, Infinflation, FDI= foreign direct investmenPL= price liberalization, FTL= forex and trade

liberalization, TO= trade openness, FL= finandia¢talization, 1Q= institutional quality, ECPC=peapita energy consumption, ECT= total energy comsiom, El= energy imports, U=urbanization, OCPC=per
capita oil consumption, GCPC=per capita gas consomELCPC=per capita electricity consumption,ifidustrialization, El=energy intensity, POP=popigiaf EXPC=per capita real exports, PD= population

density, L=land, ISH=industry shares, TCOPC= pgitaaransport CO2 emissions, TECPC= road transggwtgy consumption, FD=financial development, Ft&€sil fuel energy consumption, REC=renewabl|
energy consumption, RE=electricity consumption fremewable energy sources, HDI= human developmeekj MAN=manufacture added value

Notes:

1. For different specifications the coefficient alightly different, hence we took the averageumed coefficients (results from table 4 weredysend calculated the elasticity. The mean of InGbPprovided,
hence only elasticity formula is calculated.

. The mean of INnGDP not provided, hence only ei@gformula is calculated.

. QLF is used but then the squared term excludedathe multicollinearity.

. Study reported elasticities as formulas andrban of INnGDP not provided.

. Only the model with growth rates is used.

. There are 4 models: one with total energy compsiom and other three models with sectorial eneayysumptions.

. The cubic term found to be insignificant

. Author reported elasticities as formulas andmw@dnGDP not provided.

. But the coefficients are insignificant

10. The elasticity formula was not reported anddated based on the results of that study. Inoslasticity is found to be 0.35% using the estintatiesults of that study, by authors of the presemdy.
11. Based on the provided mean of INnGDP we caledltite appropriate elasticities, they are -0.1@9,0-:0.11 and -0.48 respectively.

12. The mean of INGDP for individual countries ao¢ provided.

13. It has not been reported. Calculated by authassd on the estimation results of that study.

O©CoOoO~NOUDWN

31




14. Although the authors concluded an inverted &psl curve, the signs of coefficients indicate ashBlped relationship.
15. Quadratic term is found to be insignificant
16. Authors’ calculation it based on the resultthatt study.

Table A2: Long-run coefficients from different specifications

Method VECM ARDLBT DOLS CCR FMOLS
Regressor Coef. (p-values) Coef. (p-values) Coelajues) Coef. (p-values) Coef. (p-values)

0.823**  -3.533**  -51.262 0.786** 2.422 -137.158  0.724*** -0.836 -96.635**  0.706*** 0.740 -10.495  0.697*** 0.505 -15.108

Y (0.002) (0.000) (0.160) (0.000) (0.141) (0.075) (0.000) (0.300) (0.030) (0.000) (0.223) (0.574) (0.000) (0.356) (0.272)

2 i (262880) 6.992 i -0.113 19.322 i 0.076 13.274* i -0.004 1.520 i 0.012 2.162

Y ’ (0.170) (0.308) (0.074) (0.172) (0.032) (0.918) (0.559) (0.748) (0.256)

3 i -0.317 i i -0.903 i i -0.605** i i -0.069 i i -0.098

Y (0.182) (0.074) (0.034) (0.568) (0.262)
trend -0.078*** (883% -0.016  -0.072**  -0.067*** -0.004 -0.071**  -0.036**  -0.019** -0.067*** -0.036** -0.068*** -0.067*** -0.068*** -0.068***
(0.006) ’ (0.210) (0.000) (0.001) (0.813) (0.000) (0.000) (0.036) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)

Notes: Dependent variable is £0* and *** mean significance at the 5% and 1%éés; respectively.
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